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Objective and Contributions Step 1: Domain transfer

Recognise gestures in videos — both localising the gesture and
classifying it into one of multiple classes.

- Learning gestures from one-shot+weak supervision
- Domain adaptation for human pose and hand shape
- Benefits of using Global Alignment kernels
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A Generalisation very challenging

Alternative 2: Weak supervision (e.g. subtitles of TV broadcasts) Experiments

A Often too weak and noisy to learn good models

BSL sign language dataset (155 hrs of video!)

Our work: Combine one-shot + weak supervision
@ No annotation needed & Generalising models

Overview
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