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DES IGN  GU IDE  
 

This PowerPoint 2007 template produces a 36”x56” 

presentation poster. You can use it to create your research 

poster and save valuable time placing titles, subtitles, text, 

and graphics.  

 

We provide a series of online tutorials that will guide you 

through the poster design process and answer your poster 

production questions. To view our template tutorials, go 

online to PosterPresentations.com and click on HELP DESK. 

 

When you are ready to print your poster, go online to 

PosterPresentations.com 

 

Need assistance? Call us at 1.510.649.3001 

 
 

QU ICK  START  
 

Zoom in and out 
 As you work on your poster zoom in and out to the 

level that is more comfortable to you.  

 Go to VIEW > ZOOM. 

 

Title, Authors, and Affiliations 
Start designing your poster by adding the title, the names of the 

authors, and the affiliated institutions. You can type or paste text 

into the provided boxes. The template will automatically adjust the 

size of your text to fit the title box. You can manually override this 

feature and change the size of your text.  

 

TIP: The font size of your title should be bigger than your name(s) 

and institution name(s). 

 

 

 

 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can insert 

a logo by dragging and dropping it from your desktop, copy and 

paste or by going to INSERT > PICTURES. Logos taken from web sites 

are likely to be low quality when printed. Zoom it at 100% to see 

what the logo will look like on the final poster and make any 

necessary adjustments.   

 

TIP:  See if your school’s logo is available on our free poster 

templates page. 

 

Photographs / Graphics 
You can add images by dragging and dropping from your desktop, 

copy and paste, or by going to INSERT > PICTURES. Resize images 

proportionally by holding down the SHIFT key and dragging one of 

the corner handles. For a professional-looking poster, do not distort 

your images by enlarging them disproportionally. 

 

 

 

 

 

 

 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If they look 

good they will print well.  
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QU ICK  START ( con t . )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going to the 

DESIGN menu, click on COLORS, and choose the color theme of your 

choice. You can also create your own color theme. 

 

 

 

 

 

 

 

You can also manually change the color of your background by going 

to VIEW > SLIDE MASTER.  After you finish working on the master be 

sure to go to VIEW > NORMAL to continue working on your poster. 

 

How to add Text 
The template comes with a number of pre-

formatted placeholders for headers and text 

blocks. You can add more blocks by copying 

and pasting the existing ones or by adding a 

text box from the HOME menu.  

 

 Text size 
Adjust the size of your text based on how much content you have to 

present. The default template text offers a good starting point. 

Follow the conference requirements. 

 

How to add Tables 
To add a table from scratch go to the INSERT menu and  

click on TABLE. A drop-down box will help you select 

rows and columns.  

You can also copy and a paste a table from Word or another 

PowerPoint document. A pasted table may need to be re-formatted 

by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, Margins. 

 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel or Word. 

Some reformatting may be required depending on how the original 

document has been created. 

 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to see the 

column options available for this template. The poster columns can 

also be customized on the Master. VIEW > MASTER. 

 

How to remove the info bars 
If you are working in PowerPoint for Windows and have finished your 

poster, save as PDF and the bars will not be included. You can also 

delete them by going to VIEW > MASTER. On the Mac adjust the 

Page-Setup to match the Page-Setup in PowerPoint before you create 

a PDF. You can also delete them from the Slide Master. 

 

Save your work 
Save your template as a PowerPoint document. For printing, save as 

PowerPoint of “Print-quality” PDF. 

 

Print your poster 
When you are ready to have your poster printed go online to 

PosterPresentations.com and click on the “Order Your Poster” 

button. Choose the poster type the best suits your needs and submit 

your order. If you submit a PowerPoint document you will be 

receiving a PDF proof for your approval prior to printing. If your 

order is placed and paid for before noon, Pacific, Monday through 

Friday, your order will ship out that same day. Next day, Second day, 

Third day, and Free Ground services are offered. Go to 

PosterPresentations.com for more information. 

 

Student discounts are available on our Facebook page. 

Go to PosterPresentations.com and click on the FB icon.  
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1. Summary 

 In discriminative tasks, standard supervised learning algorithms may suffer from dataset 

bias [Torralba and Efros, 2011] or domain mismatch if the training data do not represent 

the target environment. 

 Domain generalization is concerned with mitigating dataset bias, i.e., improving 

generalization ability of classifiers to any unseen target domain given other different but 

related domains as the training sources. 

2. Domain Generalization 

Muhammad Ghifary, W. Bastiaan Kleijn, Mengjie Zhang, David Balduzzi 

Domain Generalization for Object Recognition with Multi-task Autoencoders 

International Conference on Computer Vision (ICCV2015) 
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5. Weight Visualization 

VICTORIA 
UNIVERSITY OF WELLINGTON 

AE DAE MTAE D-MTAE 

 AE and DAE only captures the content of the objects, i.e., local blob and stroke 

detectors, while MTAE also learns the transformation among domains. 

 The D-MTAE’s weights appear to be a mixture of DAE and MTAE’s weights. 

4. Multi-task Autoencoder (MTAE) 

. . . 

 MTAE has multiple outputs with a shared encoding layer [Caruana 1997], where the 

target outputs are the data points from multiple domains.  

 Category-level reconstruction: the class of output data points is the same as that of the 

input. 

 Let                                   be a sample from the l-th domain, where                  .  

Suppose that           have the same label. The objective of MTAE: 

 The denoising strategy can be easily incorporated in MTAE by simply replacing      in the 

above objective with its corrupted pair                   . We refer to the model as D-MTAE. 

6. Experiment I: MNIST and ETH-80 

 We created several object views / domains from MNIST and ETH-80 images and 

evaluated the cross-domain recognition tasks: feature learning + L-SVM 

classification. 

 We compare MTAE and D-MTAE with autoencoder-based algorithms: AE, DAE, and 

CAE, and uDICA [Muandet et al. 2013]. 

 The inputs to the algorithms are the raw pixels. 

7. Experiment II: PASCAL VOC, Caltech, SUN09, LabelMe, and Office 

 The inputs to the algorithms are the DeCAF6 features [Donahue et al. 2014]. 

 MTAE and D-MTAE are used as the pretraining algorithm for a feed-forward neural 

net. 

 We compared MTAE and D-MTAE with state-of-the-art algorithms: Undo-Bias [Khosla 

et al. 2012], UML [Fang et al. 2013], LRE-SVM [Xu et al. 2014]. 

The singular value spectrum of the 

Jacobian matrix 

 Propose novel feature learning algorithms based on multi-task learning 

for domain generalization: Multi-task Autoencoder (MTAE) and 

denoising MTAE. 

 MTAE learns to transform an original image into analogs in multiple 

related domains; the learned features are robust to variations across 

domains. 

 The learned weights of MTAE and D-MTAE appear to capture the 

underlying transformation among source domains. 

 Evaluations on benchmark datasets: MNIST, ETH-80, PASCAL VOC 2007, 

LabelMe, Caltech-101, SUN09, and Office show the effectiveness of MTAE 

and D-MTAE. 

DATASET BIAS / 

DOMAIN MISMATCH 

3. Autoencoder 

    where                      is the set of parameters with                are the shared weights. 

 An autoencoder (AE)                     is a single-layer neural net with the output signal is 

the input itself. It consists of two stages: 

1. Encoding:  

2. Decoding: 

     where            and            are non-linear, element-wise activation functions, and 

 

 Define a reconstruction loss function                         , e.g., the mean-squared loss. 

Given a finite sample                  , the objective of autoencoders is 

 

      

     where          is any useful regularization term, e.g.,  

 Feature extraction: given a datapoint    , 

 Denoising autoencoder (DAE) [Vincent et al, 2010]: the original input to the autoencoder            

              is corrupted                    with, e.g., zero-masking or Gaussian noise. 
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