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Abstract. Global convolutional neural networks (CNNs) activations lack geo-

metric invariance, and in order to address this problem, Gong et al proposed 

multi-scale orderless pooling(MOP-CNN), which extracts CNN activations for 

local patches at multiple scale levels, and performs orderless VLAD pooling to 

extract features. However, we find that this method can improve the perfor-

mance mainly because it extracts global and local representation simultaneous-

ly, and VLAD pooling is not necessary as the representations extracted by CNN 

is good enough for classification. In this paper, we propose a new method to ex-

tract multi-scale features of CNNs, leading to a new structure of deep learning. 

The method extracts CNN representations for local patches at multiple scale 

levels, then concatenates all the representations at each level separately, finally, 

concatenates the results of all levels. The CNN is trained on the ImageNet da-

taset to extract features and it is then transferred to other datasets. The experi-

mental results obtained on the databases MITIndoor and Caltech-101 show that 

the performance of our proposed method is superior to the MOP-CNN. 
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1 Introduction 

Image classification[1,2,3,4,5] is one of the most important research tasks in computer 

vision and pattern recognition. To choose the right features plays the key role in a 

recognition system. There are many feature descriptors such as SIFT[6] and HOG[7], 

but they need to be designed by handcraft carefully, which is time-consuming and 

may not get the best feature sometimes. Many researches show that the features of the 

best performing recognition models are learned unsupervisedly from raw data. 

Recently, deep convolutional neural networks (CNNs) have been considered as a 

powerful class of models for image recognition problems [8,9,10,11].The feature 

representation learned by these networks achieves state-of-the-art performance not 

only on the task for which the network was trained, but also on various other classifi-

cation tasks. A lot of recent works [12,13,14] showed that the feature representation 

trained on a large dataset can be successfully transferred to other visual tasks. For 

example: classification on Catech-101[15], Catech-256[5]; scene recognition on the 

Pascal VOC 2007 and 2012[12] databases and so on. 
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However, global CNN activations lack geometric invariance, which limit their per-

formance for the task of high variable scenes. Gong et al[16] proposed a simple 

scheme called multi-scale orderless pooling CNN (MOP-CNN) to solve this problem, 

which combining activations extracted at multiple local image windows. The main 

idea of MOP-CNN is extracting features from the local patches via CNN at multiple 

scales, then adopting Vectors of Locally Aggregated Descriptors(VLAD)[17,18]to 

encode those local features for each level separately, finally, concatenating the encod-

ed features for all levels. 

It is well known that the feature representation of CNN is very good, so is the 

VLAD really necessary? To explore this question, in this paper, we propose a method 

of MOP-CNN without the VLAD encoding. First, we extract local features via CNN 

at multiple scales, then we concatenate all the features at each level and PCA is 

adopted to reduce the dimensions of the concatenated features. Finally, we concate-

nate the features after PCA for all levels. We compare our proposed method with 

MOP-CNN on three datasets MITIndoor and Caltech-101 and evaluate their perfor-

mances in accuracy and efficiency using strategy of transfer learning. 

The rest of the paper is organized as follows. In Section 2, we introduce the pro-

posed method in detail. Section 3 shows the experimental and compared results on the 

datasets MITIndoor and Caltech-101 respectively. We conclude the paper in Section 

4. 

2 The Proposed Method 

     

Fig. 1. Illustration of how the proposed method extracts features from an image through multi-

scale concatenation for CNN activations. There are also three levels in our method: Level 1 

extracts the 4096-dimension feature of the last connected layer of CNN for the entire 

 image. Level 2 extracts 4096-dimension representation for each  patch 

and concatenates all representations of all patches from the image, which is then reduced to 

4096-dimension via PCA. Level 3 formed in the same way as level 2 but replaces the patch size 

  with . Finally, we concatenate all the features of three levels. 



 

Fig. 2.  Transferring parameters of a CNN. The network is trained on the source task (ImageNet 

classification), then the parameters of the internal layers of the network (C1-FC7) are trans-

ferred to the target tasks. In this paper, we reuse the parameters directly without fine-tuning. 

We take the activation for the entire  image as the feature representation 

of the first level. For the second level, we extract activations for all  patches 

sampled with a stride of 32 pixels. Then we simply concatenate the activations for all 

patches, which results in quite high dimensional vector, so we use PCA to reduce 

them to 4096, finally, the reduced feature vectors are normalized as the final feature 

representation of the second level. The third level is the same as the second level but 

replacing the patches size with ,which can extract more local infor-

mation intuitively (but we found it does not work well, which we will discuss in sec-

tion 3). Finally, we concatenate the original 4096-dimensional feature representation 

from the first level and the two PCA-reduced 4096-dimensional feature representa-

tions from the second and third levels to form the final feature representation of an 

image (shown as Figure 1). 

A direct transfer learning strategy is adopted for visual classification. The CNN is 

trained on the ImageNet to extract features and it is then transferred to other datasets. 

In order to indicate the ability to learn rich image representations of CNN, we reuse 

layers trained on the ImageNet without fine-tuning. The main idea is shown in Figure 

2. A CNN representation trained on the Imagenet dataset used on other dataset is a 

standard practice now, but it is a transfer procedure. 

3 Experimental Results 

In this section, we evaluate and compare our proposed method with MOP-CNN on 

two datasets: MITIndoor and Caltech-101. We also discuss the performance of each 

level, which means the global and local information of an image. 



3.1 DataSets 

MITIndoor[20] contains 67 categories, and a total of 15620 images. There is a stand-

ard training/test split, which contains 80 training and 20 test images per category. 

Caltech-101[21] contains 101 categories, and about 40 to 800 images per category, 

most categories have about 50 images. We follow the procedure of [22] and randomly 

select 5,10,15,20,25 images per class for training and test on up to 20 images per 

class, repeat 5 times and report the average of the per-class accuracy.  

3.2 Results 

In all the experiments of this paper, we adopt the SVM[23,24,25] implementation 

from the libsvm[26,27] as the classifier.  

Table 1. Performance on MITIndoor 

pooling  

method 

scale training time 

(1.0e+04 *)(s) 

test 

time(s) 

Acc (%) 

 

 

 

VLAD  

pooling 

level1 1.06 1.36 59.68 

level2 1.75 2.52 54.80 

level3 2.51 3.95 51.88 

level1+level2 2.19 3.38 63.29 

level1+level3 2.98 4.86 63.81 

level2+level3 3.65 5.88 57.88 

level1+level2+level3 

(MOP-CNN) 

4.12 6.86 64.34 

 

 

 

Concatenation 

+PCA 

level1 0.52 0.95 59.68 

level2 1.17 2.10 58.41 

level3 1.96 3.49 52.85 

level1+level2 

(Our method) 

1.69 2.99 64.34 

level1+level3 2.47 4.40 63.44 

level2+level3 3.11 5.51 58.33 

level1+level2+level3 3.68 6.37 63.81 

The results on MITIndoor is shown in Table 1. From Table 1, one can see that 

simply concatenating the features of all patches is better than VLAD pooling, which 

implies that we can extract pretty good features for classification just via CNN and 

without VLAD encoding. And the training time and test time of our proposed method 

are shorter than that of VLAD encoding. One can also see that the concatenation of 

level 1 and level 2 achieves best recognition accuracy, which may because level 1 can 

extract the global feature and level 2 can extract the local feature, and concatenating 

level 1 and level 2 can obtain the local and global information simultaneously to im-

prove the recognition accuracy. That means that the multi-scale information is useful 

to improve the performance of CNN. However, concatenating all the three scale lev-

els is not very good, it may because the patch size of level 3 is too small, which could 

not extract the main discriminative information and may introduce some noises. 



We implement the experiments of MOP-CNN using the same experimental condi-

tions as Gong et al. First, we extract multi-scale features on different patches size via 

CNN, then use VLAD to encode the features, the parameters of VLAD is the same as 

Gong et al. But the results is worse than that reported in the MOP-CNN paper from 

Gong et al, which may come from two implementation details: one possible reason is 

that we use the CNN trained on the ImageNet directly without fine-tuning on the tar-

get datasets. However, fine-tuning was not reported in [16] explicitly. Another reason 

may be from different implementations of SVM classifier. We adopt the SVM im-

plementation from the libsvm [26, 27] rather than the linear SVM implementation 

from the INRIA JSGD package on [16]. 

Table 2 shows the results on Caltech-101 of 20 images per class for training and up 

to 20 images per class for test. Figure 3 shows the results of different training images. 

From table 2, we can see that the trends are consistent with those on MITIndoor, 

which implies that our proposed method is superior to MOP-CNN, which means 

VLAD is not necessary. There is one interesting difference from Table 1, the concate-

nation of level 1 and level 2 performs much better than level 1 or level 2 alone on 

MITIndoor, while the advantage is not very significant on Caltech-101. The possible 

reason is that indoor scenes are better described by the concatenation of local and 

global discriminative information. From Figure 3 we can see that the performance 

increases as more training images are used, and our method is better than MOP-CNN 

no matter how training images are used.   

Table 2. Performance on Caltech-101 

pooling  

method 

scale training time 

(1.0e+04 *)(s) 

test 

time(s) 

Acc (%) 

 

 

 

VLAD  

pooling 

level1 0.26 1.17 86.44 

level2 0.48 2.25 69.42 

level3 0.78 3.75 50.53 

level1+level2 0.65 3.08 85.36 

level1+level3 0.95 4.53 85.06 

level2+level3 1.17 5.61 68.21 

level1+level2+level3 

(MOP-CNN) 

1.34 6.44 83.98 

 

 

 

Concatenation 

+PCA 

level1 0.19 0.86 86.44 

level2 0.41 1.94 82.71 

level3 0.70 3.39 64.88 

level1+level2 

(Our method) 

0.58 2.77 88.31 

level1+level3 0.87 4.27 86.68 

level2+level3 1.09 5.30 78.78 

level1+level2+level3 1.26 6.12 87.06 

From the experimental results on the two datasets, we can conclude that: (a)The 

features extracted via CNN is good enough for the recognition tasks and the simple 

concatenation of the features of level 1 and level 2 is better than the features via 

VLAD encoding no matter in performance or time consumption, and no matter how 



training images are used, which means VLAD is not necessary. (b)The concatenation 

of level 1 and level 2 is superior to level 1 or level 2 alone shows that the multi-scale 

information is useful to improve the performance of CNN, while the features of level 

3 is not as good as level 1 and level 2, that probably because the patch size of level 3 

is too small to capture discriminative information and may introduce noise. (c)The 

contribution of the local information varies from datasets, indoor scenes are better 

described by local patches that have highly distinctive appearance but can vary great-

ly in terms of location.  

4 Conclusion 

In this paper, we propose a new simple method to extract multi-scale feature represen-

tation of CNN, which concatenates the features of all patches on each level simply, 

rather than using VLAD encoding. The experimental results on two datasets: MITIn-

door and Caltech-101show that the features extracted by CNN are good enough for 

classification tasks and VLAD encoding is not necessary. From the experimental 

results, we can also learn that the multi-scale information is helpful but the patch size 

is important for the extraction of local information, while it may not be helpful if the 

patch is too small. Furthermore, we can see that the contribution of the local infor-

mation is specific to datasets depending on the visual content of images.   

In this paper, we only discuss the classification task, and there are many other tasks 

in computer vision and pattern recognition. In the future, we will study the influence 

of the multi-scale features to other tasks, such as detection task, localization task and 

so on. 
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Fig. 3. Recognition rates of different methods on Caltech-101  
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